
Face Off
LAW ENFORCEMENT USE OF

FACE RECOGNITION TECHNOLOGY

by Jennifer Lynch, Senior Staff Attorney

MAY 2019



Author: Jennifer Lynch

Editor: Gennie Gebhart

With assistance from: Hugh D’Andrade, Sarah Glendon, Jason Kelley, Irene Lee, Dave 
Maass, Caroline Shen, Seth Schoen

A publication of the Electronic Frontier Foundation, 2019. “Face Off: Law Enforcement 
Use of Face Recognition Technology” is released under a Creative Commons Attribution 
4.0 International License (CC-BY 4.0).

View this report online: https://www.eff.org/wp/face-off



LAW ENFORCEMENT’S USE OF FACIAL RECOGNITION TECHNOLOGY

Contents

Executive Summary  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 1

Part 1: How Does Face Recognition Work and  
What Are The Risks?  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 4

What is Face Recognition and How Does it Work?   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 4

Accuracy Challenges  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 6

Unique Impact on Civil Liberties  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 7

Disproportionate Impact on People of Color  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 9

Security Risks Posed by the Collection and Retention of Face  
Recognition Data   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 11

Part 2: FBI’s Face Recognition Databases and Systems  .  .  .  .  .  .  .  .  .  .  .  .13

FBI’s Internal and External Access to Face Recognition Data  .  .  .  .  .  .  .  .  .  .  .  .  .  . 13

The Next Generation Identification Database and Interstate  
Photo System  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .13

FBI Access to External Face Recognition Databases  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .14

Failure to Address Accuracy Problems  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 15

Failure to Produce Basic Information about NGI and its Use of Face  
Recognition as Required by Federal Law  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 17

Unclear Scope  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 18

Part 3: Face Recognition Capabilities and  
Concerns On The Horizon  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .19



LAW ENFORCEMENT’S USE OF FACIAL RECOGNITION TECHNOLOGY

Part 4: Proposals for Change   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .23

Limit the Collection of Data  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 24

Define Clear Rules on the Legal Process Required for  
Collection   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 24

Limit the Amount and Type of Data Stored and Retained  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 25

Limit the Combination of More than One Biometric in a  
Single Database  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 25

Define Clear Rules for Use and Sharing  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 25

Enact Robust Security Procedures to Minimize the Threat of Imposters  
on the Front End and Avoid Data Compromise on the Back End  .  .  .  .  .  .  .  .  .  .  . 26

Mandate Notice Procedures   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 26

Define and Standardize Audit Trails and Accountability Throughout  
the System   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 27

Ensure Independent Oversight  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 27

Conclusion   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .27

Acronyms and Useful Terms  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .28

Notes  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .29



1

Face Off
LAW ENFORCEMENT USE OF FACE RECOGNITION TECHNOLOGY

Executive Summary
Face recognition is poised to become one of the most pervasive surveillance 
technologies, and law enforcement’s use of it is increasing rapidly. Today, law  
enforcement officers can use mobile devices to capture face recognition-ready 
photographs of people they stop on the street; surveillance cameras boast  
real-time face scanning and identification capabilities; and federal, state, and  
local law enforcement agencies have access to hundreds of millions of images of 
faces of law-abiding Americans. On the horizon, law enforcement would like to 
use face recognition with body-worn cameras, to identify people in the dark, to 
match a person to a police sketch, or even to construct an image of a person’s face 
from a small sample of their DNA.

However, the adoption of face recognition technologies like these is occurring 
without meaningful oversight, without proper accuracy testing of the systems 
as they are actually used in the field, and without the enactment of legal protec-
tions to prevent internal and external misuse. This has led to the development 
of unproven, inaccurate systems that will impinge on constitutional rights and 
disproportionately impact people of color.

Without restrictive limits in place, it could be relatively easy for the government 
and private companies to build databases of images of the vast majority of people 
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living in the United States and use those databases to identify and track people 
in real time as they move from place to place throughout their daily lives. As 
researchers at Georgetown posited in 2016, one out of two Americans is already 
in a face recognition database accessible to law enforcement.1

This white paper takes a broad look at the problems with law enforcement use of 
face recognition technology in the United States. Part 1 provides an overview of 
the key issues with face recognition, including accuracy, security, and impact on 
privacy and civil rights. Part 2 focuses on FBI’s face recognition programs, be-
cause FBI not only manages the repository for most of the criminal data used by 
federal, state, local, and tribal law enforcement agencies across the United States, 
but also provides direct face recognition services to many of these agencies, and 
its systems exemplify the wider problems with face recognition. After consider-
ing these current issues, Part 3 looks ahead to potential future face recognition 
capabilities and concerns. Finally, Part 4 presents recommendations for policy 
makers on the limits and checks necessary to ensure that law enforcement use of 
face recognition respects civil liberties.  

Part 1 provides a brief introduction to how face recognition works before ex-
ploring areas in which face recognition is particularly problematic for law  
enforcement use, presenting the following conclusions:

• When the uncertainty and inaccuracy inherent in face recognition tech-
nology inform law enforcement decisions, it has real-world impact. An 
inaccurate system will implicate people for crimes they did not commit. And 
it will shift the burden onto defendants to show they are not who the system 
says they are.

• Face recognition uniquely impacts civil liberties. The accumulation of iden-
tifiable photographs threatens important free speech and freedom of associa-
tions rights under the First Amendment, especially because such data can be 
captured without individuals’ knowledge.

• Face recognition disproportionately impacts people of color. Face recog-
nition misidentifies African Americans and ethnic minorities, young people, 
and women at higher rates than whites, older people, and men, respectively.2 
Due to years of well-documented, racially biased police practices, all criminal  
databases—including mugshot databases—include a disproportionate num-
ber of African Americans, Latinos, and immigrants.3 These two facts mean 
people of color will likely shoulder significantly more of the burden of face 
recognition systems’ inaccuracies than whites.
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• The collection and retention of face recognition data poses special security 
risks. All collected data is at risk of breach or misuse by external and internal 
actors, and there are many examples of misuse of law enforcement data in oth-
er contexts.4 Face recognition poses additional risks because, unlike a social 
security number or driver’s license number, we can’t change our faces. Law 
enforcement must do more to explain why it needs to collect so much sensitive 
biometric and biographic data, why it needs to maintain it for so long, and 
how it will safeguard it from breaches.

Part 2 explores how FBI’s face recognition programs exemplify these and oth-
er problems. FBI has positioned itself to be the central source for face recogni-
tion identification for not only federal but also state and local law enforcement 
agencies. FBI collects its own data, maintains data provided by state and local 
agencies, and facilitates access to face recognition data for more than 23,000 law 
enforcement agencies across the country and around the world. This makes it 
particularly important to look closely at FBI’s system, as its issues are likely pres-
ent in other law enforcement systems.

After describing FBI’s internal and external face recognition programs— 
including the Next Generation Identification database and Interstate Photo Sys-
tem—and access to external data, Part 2 highlights three of FBI’s most urgent 
failures related to face recognition:

• FBI has failed to address the problem of face recognition inaccuracy. The 
minimal testing and reporting conducted by FBI showed its own system was 
incapable of accurate identification at least 15 percent of the time. However, 
it refuses to provide necessary information to fully evaluate the efficacy of its 
system, and it refuses to update testing using the current, much larger data-
base.

• For years, FBI has failed to meet basic transparency requirements as man-
dated by federal law about its Next Generation Identification database and its 
use of face recognition. The agency took seven years, for example, to update 
its Privacy Impact Assessment for its face recognition database, and failed to 
release a new one until a year after the system was fully operational.

• The scope of FBI’s face recognition programs is still unclear. The public still 
does not have as much information as it should about FBI’s face recognition 
systems and plans for their future evolution. 
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Part 3 looks toward face recognition capabilities and concerns on the horizon, 
including the use of face recognition with surveillance cameras, police body cam-
eras, crowd photos, and social media photos. 

Finally, Part 4 provides proposals for change. In particular, it recommends legis-
lators consider banning or enacting moratoria on all or at least some of the most 
egregious uses of face recognition, like real-time identification and tracking. Ab-
sent an all-out ban, legislators should enact legislation that places meaningful 
checks on government use of face recognition technology.

People should not be forced to submit to criminal face recognition searches 
merely because they want to drive a car. They should not have to worry their data 
will be misused by unethical government officials with unchecked access to face 
recognition databases. They should not have to fear that their every move will be 
tracked if face recognition is linked to the networks of surveillance cameras that 
blanket many cities. Without meaningful legal protections, this is where we may 
be headed.

Want to learn more? For additional information on law enforcement use of 
technology, check out EFF’s Street-Level Surveillance project. For more on face 
recognition and related technologies, visit our issue pages on face recognition 
and biometrics.

Part 1: How Does Face Recognition Work and 
What Are The Risks?

What is Face Recognition and How Does it Work? 
Face recognition is a type of biometric identification. Biometrics are unique 
markers that identify or verify the identity of someone using their intrinsic phys-
ical or behavioral characteristics. Fingerprints are the most commonly known 
biometric, and they have been used regularly by criminal justice agencies to iden-
tify people for over a century. Other biometrics like face recognition, iris scans, 
palm prints, voice prints, wrist veins, a person’s gait, and DNA are becoming 
increasingly common. 

Face recognition systems use computer algorithms to pick out specific, distinctive 
details about a person’s face from a photograph, a series of photographs, or a 
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video segment. These details, such as the distance between the eyes or the shape 
of the chin, are then converted into a mathematical representation and compared 
to data on other faces previously collected and stored in a face recognition data-
base. The data about a particular face is often called a “face template.” It is distinct 
from a photograph because it is designed to only include certain details that can 
be used to distinguish one face from another. 

The data that comprises a face template is distinct from a photograph be-
cause it is designed to only include certain details that can be used to distin-

guish one face from another.  
Source: Iowa Department of Transportation 

Face recognition systems are generally designed to do one of three things. First, a 
system may be set up to identify an unknown person. For example, a police offi-
cer would use this type of system to try to identify an unknown person in footage 
from a surveillance camera. The second type of face recognition system is set up 
to verify the identity of a known person. Smartphones rely on this type of system 
to allow you to use face recognition to unlock your phone. A third type, which 
operates similarly to a verification system, is designed to look for multiple specific, 
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previously-identified faces. This system may be used, for example, to recognize 
card counters at a casino, or certain shoppers in a store, or wanted persons on a 
crowded subway platform. 

Instead of positively identifying an unknown person, many face recognition  
systems are designed to calculate a probability match score between the unknown 
person and specific face templates stored in the database. These systems will offer 
up several potential matches, ranked in order of likelihood of correct identifica-
tion, instead of just returning a single result. FBI’s system works this way.

Accuracy Challenges
Face recognition systems vary in their ability to identify people, and no system is 
100 percent accurate under all conditions. For this reason, every face recognition 
system should report its rate of errors, including the number of false positives 
(also known as the “false accept rate” or FAR) and false negatives (also known as 
the “false reject rate” or FRR).

A “false positive” is generated when the face recognition system matches a  
person’s face to an image in a database, but that match is incorrect. This is when 
a police officer submits an image of “Joe,” but the system erroneously tells the 
officer that the photo is of “Jack.” 

A “false negative” is generated when the face recognition system fails to match a 
person’s face to an image that is, in fact, contained in a database. In other words, 
the system will erroneously return zero results in response to a query. This could 
happen if, for example, you use face recognition to unlock your phone but your 
phone does not recognize you when you try to unlock it.

When researching a face recognition system, it is important to look closely at the 
“false positive” rate and the “false negative” rate, because there is almost always 
a trade-off. For example, if you are using face recognition to unlock your phone, 
it is better if the system fails to identify you a few times (false negative) than if it 
misidentifies other people as you and lets those people unlock your phone (false 
positive). Matching a person’s face to a mugshot database is another example. 
In this case, the result of a misidentification could be that an innocent person is 
treated as a violent fugitive and approached by the police with weapons drawn or 
even goes to jail, so the system should be designed to have as few false positives 
as possible.
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Technical issues endemic to all face recognition systems mean false positives 
will continue to be a common problem for the foreseeable future. Face recogni-
tion technologies perform well when all the photographs are taken with similar 
lighting and from a frontal perspective (like a mug shot). However, when pho-
tographs that are compared to one another contain different lighting, shadows, 
backgrounds, poses, or expressions, the error rates can be significant.5 Face rec-
ognition is also extremely challenging when trying to identify someone in an 
image shot at low resolution6 or in a video,7 and performs worse overall as the 
size of the data set (the population of images you are checking against) increases, 
in part because so many people within a given population look similar to one 
another. Finally, it is also less accurate with large age discrepancies (for example, 
if people are compared against a photo taken of themselves when they were ten 
years younger). 

Unique Impact on Civil Liberties
Some proposed uses of face recognition would clearly impact Fourth Amend-
ment rights and First Amendment-protected activities and would chill speech. 
If law enforcement agencies add crowd, security camera, and DMV photo-
graphs into their databases, anyone could end up in a database without their 
knowledge—even if they are not suspected of a crime—by being in the wrong 
place at the wrong time, by fitting a stereotype that some in society have decid-
ed is a threat, or by engaging in “suspect” activities such as political protest in  
public spaces rife with cameras. Given law enforcement’s history of misuse of data 
gathered based on people’s religious beliefs, race, ethnicity, and political leanings, 
including during former FBI director J. Edgar Hoover’s long tenure and during 
the years following September 11, 2001,8Americans have good reason to be con-
cerned about expanding government face recognition databases.

Like other biometrics programs that collect, store, share, and combine sensitive 
and unique data, face recognition technology poses critical threats to privacy and 
civil liberties. Our biometrics are unique to each of us, can’t be changed, and 
often are easily accessible. Face recognition, though, takes the risks inherent in 
other biometrics to a new level because it is much more difficult to prevent the 
collection of an image of your face. We expose our faces to public view every time 
we go outside, and many of us share images of our faces online with almost no  
restrictions on who may access them. Face recognition therefore allows for  
covert, remote, and mass capture and identification of images.9 The photos that 
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may end up in a database could include not just a person’s face but also how she 
is dressed and possibly whom she is with.

Face recognition and the accumulation of easily identifiable photographs impli-
cate free speech and freedom of association rights and values under the First 
Amendment, especially because face-identifying photographs of crowds or  
political protests can be captured in public, online, and through public and semi- 
public social media sites without individuals’ knowledge.

When law enforcement uses face recognition on crowd photographs of political 
gatherings or protests, documented “chilling effects” on First Amendment-pro-

tected speech can occur. 
Source: https://www.eff.org/files/filenode/vorder_bruegge-facial-recogni-

tion-and-identification-initiatives_0.pdf

Law enforcement has already used face recognition technology at political pro-
tests. Marketing materials from the social media monitoring company Geofeedia 
bragged that, during the protests surrounding the death of Freddie Gray while in 
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police custody, the Baltimore Police Department ran social media photos against 
a face recognition database to identify protesters and arrest them.10

Government surveillance like this can have a real chilling effect on Americans’ 
willingness to engage in public debate and to associate with others whose values, 
religion, or political views may be considered different from their own. For exam-
ple, researchers have long studied the “spiral of silence”— the significant chilling 
effect on an individual’s willingness to publicly disclose political views when they 
believe their views differ from the majority.11 In 2016, research on Facebook users 
documented the silencing effect on participants’ dissenting opinions in the wake 
of widespread knowledge of government surveillance—participants were far less 
likely to express negative views of government surveillance on Facebook when 
they perceived those views were outside the norm.12 

In 2013, a study involving Muslims in New York and New Jersey found that exces-
sive police surveillance in Muslim communities had a significant chilling effect 
on First Amendment-protected activities.13 Specifically, people were less inclined 
to attend mosques they thought were under government surveillance, to engage 
in religious practices in public, or even to dress or grow their hair in ways that 
might subject them to surveillance based on their religion. People were also less 
likely to engage with others in their community who they did not know for fear 
any such person could either be a government informant or a radical. Parents dis-
couraged their children from participating in Muslim social, religious, or political 
movements. Business owners took conscious steps to mute political discussion by 
turning off Al-Jazeera in their stores, and activists self-censored their comments 
on Facebook.14

These examples show the real risks to First Amendment-protected speech and 
activities from excessive government surveillance—especially when that speech 
represents a minority or disfavored viewpoint. While we do not yet appear to 
be at point where face recognition is being used broadly to monitor the public, 
we are at a stage where the government is building the databases to make that 
monitoring possible. We must place meaningful checks on government use of 
face recognition now before we reach a point of no return.

Disproportionate Impact on People of Color
The false-positive risks discussed above will likely disproportionately impact 
African Americans and other people of color.15 Research—including research 
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jointly conducted by one of FBI’s senior photographic technologists—found that 
face recognition misidentified African Americans and ethnic minorities, young  
people, and women at higher rates than whites, older people, and men, respective-
ly.16 Due to years of well-documented racially-biased police practices, all criminal 
databases—including mugshot databases—include a disproportionate number of 
African Americans, Latinos, and immigrants.17 These two facts mean people of 
color will likely shoulder exponentially more of the burden of face recognition 
inaccuracies than whites. 

False positives can alter the traditional presumption of innocence in criminal cas-
es by placing more of a burden on suspects and defendants to show they are not 
who the system identifies them to be. This is true even if a face recognition system 
offers several results for a search instead of one; each of the people identified 
could be brought in for questioning, even if there is nothing else linking them to 
the crime. Former German Federal Data Protection Commissioner Peter Schaar 
has noted that false positives in face recognition systems pose a large problem for 
democratic societies: “[I]n the event of a genuine hunt, [they] render innocent 
people suspects for a time, create a need for justification on their part and make 
further checks by the authorities unavoidable.”18 

Face recognition accuracy problems also unfairly impact African American and 
minority job seekers who must submit to background checks. Employers regu-
larly rely on FBI’s data, for example, when conducting background checks. If job 
seekers’ faces are matched mistakenly to mug shots in the criminal database, they 
could be denied employment through no fault of their own. Even if job seekers 
are properly matched to a criminal mug shot, minority job seekers will be dis-
proportionately impacted due to the notorious unreliability of FBI records as a 
whole. At least 50 percent of FBI’s arrest records fail to include information on 
the final disposition of the case: whether a person was convicted, acquitted, or if 
charges against them were dropped.19 Because at least 30 percent of people arrest-
ed are never charged with or convicted of any crime, this means a high percentage 
of FBI’s records incorrectly indicate a link to crime. If these arrest records are not 
updated with final disposition information, hundreds of thousands of Americans 
searching for jobs could be prejudiced and lose work. Due to disproportionately 
high arrest rates, this uniquely impacts people of color.
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Security Risks Posed by the Collection and Retention of 
Face Recognition Data 
All government data is at risk of breach and misuse by insiders and outsiders. 
However, the results of a breach of face recognition or other biometric data could 
be far worse than other identifying data, because our biometrics are unique to us 
and cannot easily be changed. 

The many recent security breaches, email hacks, and reports of falsified data—
including biometric data—show that the government needs extremely rigor-
ous security measures and audit systems in place to protect against data loss. 
In 2017, hackers took over 123 of Washington D.C.’s surveillance cameras just 
before the presidential inauguration, leaving them unable to record for several 
days.20 During the 2016 election year, news media were consumed with stories of 
hacks into email and government systems, including into United States political 
organizations and online voter registration databases in Illinois and Arizona.21 In 
2015, sensitive data stored in Office of Personnel Management (OPM) databases 
on more than 25 million people was stolen, including biometric information, ad-
dresses, health and financial history, travel data, and data on people’s friends and 
neighbors.22 More than anything, these breaches exposed the vulnerabilities in 
government systems to the public—vulnerabilities that the United States govern-
ment appears to have known for almost two decades might exist.23 

The risks of a breach of a government face recognition database could be much 
worse than the loss of other data, in part because one vendor—MorphoTrust 
USA—has designed the face recognition systems for the majority of state driver’s 
license databases, federal and state law enforcement agencies, border control and 
airports (including TSA PreCheck), and the State Department. This means that 
software components and configuration are likely standardized across all systems, 
so one successful breach could threaten the integrity of data in all databases. 

Vulnerabilities exist from insider threats as well. Past examples of improper and 
unlawful police use of driver and vehicle data suggest face recognition data will 
also be misused. For example, a 2011 state audit of law enforcement access to 
driver information in Minnesota revealed “half of all law-enforcement person-
nel in Minnesota had misused driving records.”24 In 2013, the National Securi-
ty Agency’s Inspector General revealed NSA workers had misused surveillance  
records to spy on spouses, boyfriends, and girlfriends, including, at times, listen-
ing in on phone calls. Another internal NSA audit revealed the “unauthorized 
use of data about more than 3,000 Americans and green-card holders.”25 Between 
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2014 and 2015, Florida’s Department of Highway Safety and Motor Vehicles  
reported about 400 cases of improper use of its Driver and Vehicle Information 
Database.26 And a 2016 Associated Press investigation based on public records 
requests found that “[p]olice officers across the country misuse confidential law 
enforcement databases to get information on romantic partners, business asso-
ciates, neighbors, journalists and others for reasons that have nothing to do with 
daily police work.”27

Many of the recorded examples of database and surveillance misuse involve male 
officers targeting women. For example, the AP study found officers took advan-
tage of access to confidential information to stalk ex-girlfriends and look up home 
addresses of women they found attractive.28 A study of England’s surveillance 
camera systems found the mostly male operators used the cameras to spy on 
women.29 In 2009, FBI employees were accused of using surveillance equipment 
at a charity event at a West Virginia mall to record teenage girls trying on prom 
dresses.30 In Florida, an officer breached the driver and vehicle database to look 
up a local female bank teller he was interested in.31 More than 100 other Florida 
officers accessed driver and vehicle information for a female Florida state troop-
er after she pulled over a Miami police officer for speeding.32 In Ohio, officers 
looked through a law enforcement database to find information on an ex-mayor’s 
wife, along with council people and spouses. 33 And in Illinois, a police sergeant 
suspected of murdering two ex-wives was found to have used police databases to 
check up on one of his wives before she disappeared.34 

It is unclear what, if anything federal and state agencies have done to improve 
the security of their systems and prevent insider abuse. In 2007, the Govern-
ment Accountability Office (GAO) specifically criticized FBI for its poor security 
practices. GAO found, “[c]ertain information security controls over the critical 
internal network reviewed were ineffective in protecting the confidentiality,  
integrity, and availability of information and information resources.”35 Given 
all of this—and the fact that agencies often retain personal data longer than a 
person’s lifetime36—law enforcement agencies must do more to explain why they 
need to collect so much sensitive biometric and biographic data, why they need 
to maintain it for so long, and how they will safeguard the data from the data 
breaches we know will occur in the future.
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Part 2: FBI’s Face Recognition Databases and 
Systems
FBI’s face recognition databases and systems—and the critical problems with 
them—shed light on broader issues with law enforcement use of face recognition. 
State and local law enforcement agencies across the country both provide and use 
much of the data that makes up FBI’s main biometric database. With FBI acting 
as a national repository for law enforcement face recognition data, it is important 
to look closely at its flaws, in particular its inaccuracy, lack of transparency and 
oversight, and unclear scope.

Much of what we now know about FBI’s use of face recognition comes from a 
scathing report issued in 2016 by the federal Government Accountability Office 
(GAO).37 This report revealed, among other things, that FBI could access near-
ly 412 million images—most of which were taken for non-criminal reasons like 
obtaining a driver’s license or a passport. The report chastised FBI for being less 
than transparent with the public about its face recognition programs and security 
issues.

FBI’s Internal and External Access to Face Recognition Data

The Next Generation Identification Database and Interstate  
Photo System
FBI’s Next Generation Identification system (NGI) is a massive biometric data-
base that includes fingerprints, iris scans, and palm prints collected from millions 
of individuals, not just as part of an arrest, but also for non-criminal reasons like 
background checks, state licensing requirements, and immigration. The Inter-
state Photo System (IPS) is the part of NGI that contains photographs search-
able through face recognition. Each of the biometric identifiers in NGI is linked 
to personal, biographic, and identifying information, and, where possible, each 
file includes multiple biometric identifiers. FBI has designed NGI to be able to  
expand in the future as needed to include “emerging biometrics,” such as foot-
print and hand geometry, tattoo recognition, gait recognition, and others.38 

NGI incorporates both criminal and civil records. NGI’s criminal repository  
includes records on people arrested at the local, state, and federal levels as well 
as biometric data taken from crime scenes and data on missing and unidentified 
persons. NGI’s civil repository stores biometric and biographic data collected 
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from members of the military and those applying for immigration benefits. It also 
includes biometric data collected as part of a background check or state licensing 
requirement for many types of jobs, including, depending on the state, licensing 
to be a dentist, accountant, teacher, geologist, realtor, lawyer, or optometrist.39 
Since 1953, all jobs with the federal government have also required a fingerprint 
check, no matter the salary range or level of responsibility.40

As of December 2017, NGI included more than 74 million biometric records in 
the criminal repository and over 57.5 million records in the civil repository.41 By 
the end of fiscal year 2016, it also already contained more than 51 million civil 
and criminal photographs searchable through face recognition.42 

The states have been very involved in the development and use of the NGI  
database. NGI includes more than 20 million civil and criminal images received 
directly from at least six states, including California, Louisiana, Michigan, New 
York, Texas, and Virginia. Five additional states—Florida, Maryland, Maine, New 
Mexico, and Arkansas—can send search requests directly to the NGI database. As 
of December 2015, FBI was working with eight more states to grant them access 
to NGI, and an additional 24 states were also interested.43

In 2015, FBI announced that for the first time it would link almost all of the 
non-criminal data in NGI with criminal data as a “single identity record.”44 This 
means that, if a person submits fingerprints as part of their job search, those 
prints will be retained by FBI and searched, along with criminal prints, thousands 
of times a day45 as part of investigations into any crime by more than 23,000 law 
enforcement agencies across the country and around the world.46

For the IPS, FBI has said—for now—that it is keeping non-criminal photographs 
separate from criminal photographs.47 However, if a person is ever arrested for 
any crime—even for something as minor as blocking a street as part of a First 
Amendment-protected protest—their non-criminal photographs will be com-
bined with their criminal record and will become fair game for the same face  
recognition searches associated with any criminal investigation.48 As of December 
2015, over 8 million civil records were also included in the criminal repository.49

FBI Access to External Face Recognition Databases
FBI has been seeking broader access to external face recognition databases, like 
state DMV databases, since before its NGI IPS program was fully operational.50 
It revealed some information about its program in mid-2015.51 However, the full 
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scope of that access was not revealed until the GAO issued its report over a year 
later.52

The GAO report disclosed for the first time that FBI had access to over 400 million 
face recognition images—hundreds of millions more than journalists and privacy 
advocates had been able to estimate before that. According to the GAO report, 
the FBI’s FACE (Facial Analysis, Comparison, and Evaluation) Services Unit not 
only had access to the NGI face recognition database of nearly 30 million civil 
and criminal mugshot photos,53 but it also had access to the State Department’s 
visa and passport databases, the Defense Department’s biometric database, and 
the driver’s license databases of at least 16 states. Totaling 411.9 million images, 
this is an unprecedented number of photographs, most of which were collected 
under civil and not criminal circumstances.

Under never-disclosed agreements between FBI and its state and federal part-
ners,54 FBI may search these civil photos whenever it is trying to find a suspect in 
a crime. And FBI has been searching its external partner databases extensively; 
between August 2011 and December 2015, FBI requested nearly 215,000 searches 
of external partners’ databases.55 As of December 2017, FBI’s FACE Services Unit 
was conducting more than 7,000 searches per month—2,200 more searches per 
month than the same month a year prior.56 

Failure to Address Accuracy Problems
FBI has done little to ensure its face recognition search results (which the Bureau 
calls “investigative leads”) do not implicate innocent people. According to the 
GAO report and FBI’s responses to EFF’s Freedom of Information Act requests,57 
FBI has conducted only very limited testing to ensure the accuracy of NGI’s face 
recognition capabilities. Further, it has not taken any steps to determine wheth-
er the face recognition systems of its external partners—states and other federal 
agencies—are sufficiently accurate to prevent innocent people from being identi-
fied as criminal suspects. 

FBI admits its system is inaccurate, noting in its Privacy Impact Assessment (PIA) 
for the IPS that it “may not be sufficiently reliable to accurately locate other photos 
of the same identity, resulting in an increased percentage of misidentifications.”58 
However, FBI has disclaimed responsibility for accuracy in its face recognition 
system, stating that “[t]he candidate list is an investigative lead not an identifi-
cation.”59 Because the system is designed to provide a ranked list of candidates, 
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FBI has stated the IPS never actually makes a “positive identification,” and “there-
fore, there is no false positive rate.”60 In fact, FBI only ensures that “the candidate 
will be returned in the top 50 candidates” 85 percent of the time “when the true  
candidate exists in the gallery.”61 It is unclear what happens when the “true candi-
date” does not exist in the gallery, however. Does NGI still return possible match-
es? Could those people then be subject to criminal investigation for no other 
reason than that a computer thought their face was mathematically similar to a 
suspect’s?

The GAO report criticizes FBI’s cavalier attitude regarding false positives,  
noting that “reporting a detection rate without reporting the accompanying false 
positive rate presents an incomplete view of the system’s accuracy.”62 The report 
also notes that FBI’s stated detection rate may not represent operational reali-
ty because FBI only conducted testing on a limited subset of images and failed 
to conduct additional testing as the size of the database increased. FBI also has  
never tested to determine detection rates where the size of the responsive candi-
date pool is reduced to a number below 50.63

When false positives represent real people who may become suspects in a crim-
inal investigation, the number of false positives a system generates is especially 
important.64 

FBI’s face recognition programs involve multiple factors that will decrease  
accuracy. For example, face recognition performs worse overall as the size of the 
database increases, in part because so many people within a given population 
look similar to one another. At more than 50 million searchable photos so far,65 
FBI’s face recognition system constitutes a very large database.

Face recognition is also extremely challenging at low image resolutions.66 EFF 
learned through documents FBI released in response to our 2012 FOIA request 
that the median resolution of images submitted through an IPS pilot program 
was “well-below” the recommended resolution of 3/4 of a megapixel.67 (In com-
parison, newer iPhone cameras are capable of 12 megapixel resolution.68) Anoth-
er FBI document released to EFF noted that because “the trend for the quality of 
data received by the customer is lower and lower quality, specific research and 
development plans for low-quality submission accuracy improvement is highly 
desirable.”69 

FBI claims it uses human examiners to review the system’s face recognition match-
es, but using humans to perform the final suspect identification from a group of 
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photos provided by the system does not solve accuracy problems. Research has 
shown that, without specialized training, humans may be worse at identification 
than a computer algorithm. That is especially true when the subject is someone 
they do not already know or someone of a race or ethnicity different from their 
own.70 Many of the searches conducted in NGI are by state and local agencies. 
NGI provides search results to these agencies on a blind or “lights out” basis (i.e. 
no one at FBI reviews the results before they are provided to the agencies).71 It 
is unlikely the smaller agencies will have anyone on staff who is appropriately 
trained to review these search results, so misidentifications are very likely to oc-
cur.

Failure to Produce Basic Information about NGI and its Use 
of Face Recognition as Required by Federal Law
Despite going live with NGI in increments since at least 2008, FBI has failed to 
release basic information about its system, including information mandated by 
federal law, that would have informed the public about what data FBI has been 
collecting and how that data is being used and protected. 

The federal Privacy Act of 1974 and the E-Government Act of 2002 require 
agencies to address the privacy implications of any system that collects identi-
fiable information on the public.72 The Privacy Act requires agencies to provide 
formal notice in the Federal Register about any new system that collects and 
uses Americans’ personal information.73 This notice, called a System of Records  
Notice (SORN) must describe exactly what data is collected and how it is being 
used and protected, and must be published with time for the public to comment. 
The E-Government Act requires agencies to conduct Privacy Impact Assess-
ments (PIAs) for all programs that collect information on the public and notify 
the public about why the information is being collected, the intended use of the 
information, with whom the information will be shared, and how the informa-
tion will be secured. PIAs should be conducted during the development of any 
new system “with sufficient lead time to permit final Departmental approval and 
public website posting on or before the commencement of any system operation 
(including before any testing or piloting.)”74   

PIAs and SORNs are an important check against government encroachment on 
privacy. They allow the public to see how new government programs and technol-
ogy affect their privacy and assess whether the government has done enough to 
mitigate the privacy risks. As the DOJ’s own guidelines on PIAs explain, “The PIA 
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also . . . helps promote trust between the public and the Department by increasing 
transparency of the Department’s systems and missions.”75 As noted, they are also 
mandatory.76

FBI complied with these requirements when it began developing its face recogni-
tion program in 2008 by issuing a PIA for the program that same year. However, 
as the Bureau updated its plans for face recognition, it failed to update its PIA,  
despite calls from Congress and members of the privacy advocacy community 
to do so.77 It didn’t issue a new PIA until late 2015—a full year after the entire 
IPS was online and fully operational, and at least four years after FBI first started 
incorporating face recognition-compatible photographs into NGI.78 Before FBI 
issued the new PIA, it had already conducted over 100,000 searches of its data-
base.79

FBI also failed to produce a SORN for the NGI system until 2016.80 For years FBI 
skirted the Privacy Act by relying on an outdated SORN from 1999 describing 
its legacy criminal database called IAFIS (Integrated Automatic Fingerprint In-
formation System),81 which only included biographic information, fingerprints, 
and non-searchable photographs. Even FBI now admits that NGI contains nine 
“enhancements” that make it fundamentally different from the original IAFIS da-
tabase that it replaces.82

The GAO report specifically faulted FBI for amassing, using, and sharing its face 
recognition technologies without ever explaining the privacy implications of its 
actions to the public. As GAO noted, the whole point of a PIA is to give the public 
notice of the privacy implications of data collection programs and to ensure that 
privacy protections are built into the system from the start. FBI failed to do this.

Unclear Scope

The public still does not have as much information as it should about FBI’s face 
recognition systems and FBI’s plans for their future evolution. For example, a 
Request for Proposals that FBI released in 2015 indicated the agency planned to 
allow law enforcement officers to use mobile devices to collect face recognition 
data out in the field and submit that data directly to NGI.83 By the end of 2017, 
state and local law enforcement officers from 29 states and the District of Colum-
bia were already able to access certain FBI criminal records via mobile devices, 
and the Bureau has said it expects to expand access in 2018.84 
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As we have seen with state and local agencies that have already begun using mo-
bile biometric devices, officers may use such devices in ways that push the limits 
of and in some cases directly contradict constitutional law. For example, in San 
Diego, where officers from multiple agencies use mobile devices to photograph 
people right on the street and immediately upload those images to a shared face 
recognition database, officers have pressured citizens to consent to having their 
picture taken.85 Regional law enforcement policy has also allowed collection based 
on First Amendment-protected activities like an “individual’s political, religious, 
or social views, associations or activities” as long as that collection is limited to 
“instances directly related to criminal conduct or activity.”86

From FBI’s past publications related to NGI,87 it is unclear whether FBI would 
retain the images collected with mobile devices in the NGI database. If it does, 
this would directly contradict 2012 congressional testimony where an FBI offi-
cial said that “[o]nly criminal mug shot photos are used to populate the national  
repository.”88 A photograph taken in the field before someone is arrested is not a 
“mug shot.”

Part 3: Face Recognition Capabilities and  
Concerns On The Horizon
Law enforcement agencies are exploring other ways to take advantage of face 
recognition. For example, they have been working with companies like Amazon, 
Microsoft, and smaller vendors to incorporate real-time face recognition capabil-
ities into existing camera systems.  There is also some indication FBI and other 
agencies would like to incorporate crowd photos and images taken from social 
media into their databases. A 2011 Memorandum of Understanding (MOU) be-
tween Hawaii and FBI shows that the government has considered “permit[ting] 
photo submissions independent of arrests.”89 It is not clear from the document 
what types of photos this could include, but FBI’s privacy-related publications 
about NGI and IPS90 leave open this possibility that FBI may plan to incorporate 
crowd or social media photos into NGI in the future. FBI’s most recent PIA notes 
that NGI’s “unsolved photo file” contains photographs of “unknown subjects,”91 
and the SORN notes the system includes “biometric data” that has been “retrieved 
from locations, property, or persons associated with criminal or national security 
investigations.”92 Because criminal investigations may occur in virtual as well as 
physical locations, this loophole seems to allow FBI to include images collected 
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from security cameras, social media accounts, and other similar sources.

At some point in the future, FBI may also attempt to populate NGI with millions 
of other non-criminal photographs. The GAO report notes FBI’s FACE Services 
Unit already has access to the IPS, the State Department’s Visa and Passport data-
bases, the Defense Department’s biometric database, and the driver’s license da-
tabases of at least 16 states.93 However, the combined 412 million images in these 
databases may not even represent the full scope of FBI access to face recognition 
data today. When GAO’s report first went to press, it noted that FBI officials had 
stated FBI was in negotiations with 18 additional states to obtain access to their 
driver’s license databases.94 This information was kept out of later versions of the 
report, so it is unclear where these negotiations stand today. The later version of 
the report also indicates Florida does not share its driver’s license data with FBI, 
but Georgetown’s 2016 report on law enforcement access to state face recogni-
tion databases contradicts this; Georgetown found FBI field offices in Florida can 
search all driver’s license and ID photos in the state.95 

FBI has hinted it has broader plans than these, however. FBI indicated in a 2010 
presentation that it wants to use NGI to track people’s movements to and from 
“critical events” like political rallies, to identify people in “public datasets,” to 
“conduct[] automated surveillance at lookout locations,” and to identify “un-
known persons of interest” from photographs.96 This suggests FBI wants to be 
able to search and identify people in photos of crowds and in pictures posted on 
social media sites—even if the people in those photos haven’t been arrested for or 
suspected of a crime. 

While identifying an unknown face in a crowd in real time from a very large 
database of face images would still be particularly challenging,97 researchers in 
other countries claim they are well on the way to solving this problem. China 
boasts of its ability to identify and track its citizens, even in large crowds, and 
Russian developers  announced that their system, called FindFace, could identify 
a person on the street with about 70 percent accuracy if that person had a so-
cial media profile.98 Law enforcement agencies in other countries are partnering 
with face recognition vendors to identify people from archived CCTV footage,99 
and the United States National Institute of Standards and Technology (NIST), in 
partnership with the Department of Homeland Security, has sponsored research 
to assess the capability of face recognition algorithms to correctly identify people 
in videos.100 As NIST notes, use cases for this technology include “high volume 
screening of persons in the crowded spaces (e.g. an airport)” and “[l]ow volume 
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forensic examination of footage from a crime scene (e.g. a convenience store).” 
While NIST recognizes the ability to recognize “non-cooperative” people in  
video is still incredibly challenging, it notes, “Given  better  cameras,  better  
design, and  the  latest  algorithm  developments,  recognition  accuracy  can  
advance  even  further.”101 In fact, face recognition vendors are already working 
with large events organizers to identify people in real time at sports events in the 
United States and abroad.102

This slide from a 2010 FBI presentation indicates plans to use NGI more broadly.  
Source: https://www.eff.org/document/fbi-facial-recognition-initiatives-presenta-

tion-2010-biometrics-conference.

Police officers are also increasingly interested in using face recognition with body-
worn cameras, despite the clear security risks and threats to privacy posed by 
such systems.103 A U.S. Department of Justice-sponsored 2016 study found that 
at least nine of 38 manufacturers include face recognition in body-worn cameras 
or are making it possible to include in the future.104 Some of these body-worn 
camera face recognition systems allow cameras to be turned on and off remotely 
and allow camera feeds to be monitored back at the station.105As we have seen 
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with other camera systems, remote access and control increases the security risk 
that bad actors could hijack the feed or that the data could be transmitted in the 
clear to anyone who happened to intercept it.106

Adding face recognition to body-worn cameras would also undermine the prima-
ry original purposes of these tools: to improve police interactions with the public 
and increase oversight and trust of law enforcement. People are much less likely 
to seek help from the police if they know or suspect not only that their interac-
tions are not being recorded, but also that they can be identified in real time or in 
the future. This also poses a grave threat to First Amendment-protected speech 
and the ability to speak anonymously, which has been recognized as a necessi-
ty for a properly-functioning democracy since the birth of the United States.107  
Police officers are almost always present at political protests in public places 
and are increasingly wearing body-worn cameras while monitoring activities.  
Using face recognition would allow officers to quickly identify and record specific 
protesters, chilling speech and discouraging people who are typically targeted by 
police from participating. Face recognition on body-worn cameras will also allow 
officers to covertly identify and surveil the public on a scale we have never seen 
before.

Near-future uses of face recognition may also include identifying people at night 
in the dark,108 projecting what someone will look like later in life based on how 
they look as a child,109 and generating a photograph-like image of person from a 
police sketch or even from a sample of DNA.110 Researchers are also developing 
ways to apply deep learning and artificial intelligence to improve the accuracy 
and speed of face recognition systems.111 Some claim these advanced systems may 
in the future be able to detect such private information as sexual orientation, 
political views, high IQs, a predisposition to criminal behavior, and specific per-
sonality traits.112 
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Near-future uses include generating a photograph-like image  
of a person from a sketch.  

Source: Center for Identification Technology Research.

Face recognition does not work without databases of pre-collected images. The 
federal government and state and local law enforcement agencies are working 
hard to build out these databases today, and NIST is sponsoring research in 2018 
to measure advancements in the accuracy and speed of face recognition identifi-
cation algorithms that search databases containing at least 10 million images.113  
This means the time is ripe for new laws to prevent the overcollection of images 
in the future and to place severe limits on the use of images that already exist.

Part 4: Proposals for Change 
We are on the cusp of seeing face recognition incorporated into camera systems 
across the country. The current and proposed future uses of face recognition are 
sobering and should prompt legislators to act now to enact meaningful restric-
tions on the government’s use of the technology—including a ban or moratori-
um. Fortunately, there are still opportunities—both technological and legal—for 
change. Strict limits on the use of face recognition, as well as transparency and 
accountability, are critical to ensuring that face recognition not only comports 
with constitutional protections but also preserves democratic values.

Legislation may be the best option for addressing these issues, because courts are 
slow to act. San Francisco has already enacted a ban on face recognition, and oth-
er cities are also considering bans and moratoria. Absent an all-out ban or a ban 
on the most egregious uses of face recognition—like real-time identification and 
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tracking—Congress and state and local legislators should consider strict limits on 
face recognition’s use. 

The federal government’s response to two seminal wiretapping cases in the late 
1960s could be used as a model for face recognition legislation today.114  In the 
wake of Katz v. United States115 and New York v. Berger,116  the federal govern-
ment enacted the Wiretap Act,117 which lays out specific rules that govern federal 
wiretapping, including the evidence necessary to obtain a wiretap order, limits 
on a wiretap’s duration, reporting requirements, a notice provision, and also a 
suppression remedy that anticipates wiretaps may sometimes be conducted un-
lawfully.118 Since then, law enforcement’s ability to wiretap a suspect’s phone or 
electronic device has been governed primarily by statute rather than Constitu-
tional case law. 

Legislators could also look to the Video Privacy Protection Act (VPPA).119  
Enacted in 1988, the VPPA prohibits the “wrongful disclosure of video tape rent-
al or sale records” or “similar audio-visual materials,” requires a warrant before 
a video service provider may disclose personally identifiable information to law 
enforcement, and includes a civil remedies enforcement provision.

Although some believe that Congress is best positioned to ensure that appropri-
ate safeguards are put in place for technologies like face recognition, Congress 
has been unable to make non-controversial updates to existing law enforcement 
surveillance legislation,120 much less enact new legislation. For that reason, the 
best hope at present is that states will fill the void, as several states have already 
in other contexts by passing legislation that limits surveillance technologies like  
location and communications tracking.121  

Legislators and regulators considering limits on the use of face recognition 
should keep the following nine principles in mind to protect privacy and securi-
ty.122 These principles are based in part on key provisions of the Wiretap Act and 
VPPA and in part on the Fair Information Practice Principles (FIPPs), an inter-
nationally-recognized set of privacy protecting standards.123 The FIPPs predate 
the modern Internet but have been recognized and developed by government 
agencies in the United States, Canada, and Europe since 1973, when the United 
States Department of Health, Education, and Welfare released a seminal report 
on privacy protections in the age of data collection called Records, Computers, 
and the Rights of Citizens.124
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Limit the Collection of Data

The collection of face recognition data should be limited to the minimum neces-
sary to achieve the government’s stated purpose. For example, the government’s 
acquisition of face recognition from sources other than directly from the in-
dividual to populate a database should be extremely limited. The government 
should not obtain face recognition data to populate its criminal databases from 
non-criminal sources such as state DMV records, or from crowd photos or data 
collected by the private sector. Techniques should also be employed to avoid 
over-collection of face prints (such as from security cameras or crowd photos) 
by, for example, scrubbing the images of faces that are not central to an investiga-
tion. The police should not retain “probe” images—that is, images of unidentified 
individuals—or enter them into a database. Agencies should also not retain the 
results of image searches, except for audit purposes. 

Define Clear Rules on the Legal Process Required for  
Collection

Absent a ban on all or some uses of face recognition, it should be subject to clear 
rules on when and how it may be used. For example, a warrant based on probable 
cause should be required prior to collection and search of face recognition data-
bases. 

Limit the Amount and Type of Data Stored and Retained

A face print can reveal much more information about a person than his or her 
identity, so rules should be set to limit the amount of data stored. Retention pe-
riods should be defined by statute and limited in time, with a high priority on 
deleting data. Data that is deemed to be “safe” from a privacy perspective today 
could become highly identifying tomorrow. For example, a dataset that includes 
crowd images could become much more privacy-invasive as accuracy improves. 
Similarly, data that is separate and siloed or unjoinable today might be easily join-
able tomorrow. For this reason retention should be limited, and there should be 
clear and simple methods for a person to request removal of his or her biometric 
from the system if, for example, the person has been acquitted or is no longer 
under investigation.125
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Limit the Combination of More than One Biometric in a  
Single Database

Different biometric data sources should be stored in separate databases. If a face 
template needs to be combined with other biometrics, that should happen on an 
ephemeral basis for a particular investigation. Similarly, biometric data should 
not be stored together with non-biometric contextual data that would increase 
the scope of a privacy invasion or the harm that would result if a data breach 
occurred. For example, combining face recognition images or video from public 
cameras with license plate information increases the potential for tracking and 
surveillance. This should be avoided, or limited to specific individual investiga-
tions.

Define Clear Rules for Use and Sharing

Biometrics collected for one purpose should not be used for another. For example, 
face prints collected in a non-criminal context, such as for a driver’s license or to 
obtain government benefits, should not be shared with law enforcement—if they 
are shared at all—without strict legal process. Similarly, face prints collected for 
use in an immigration context, such as to obtain a visa, should not automatically 
be used or shared with an agency to identify a person in a criminal context. Face 
recognition should only be used—if it is used at all—under extremely limited 
circumstances after all other investigative options have been exhausted. It should 
not be used to identify and track people in real time without a warrant that  
contains specific limitations on time and scope. Additionally, private sector data-
bases should not only be required to obtain user consent before enrolling people 
into any face recognition system, they should also be severely restricted from 
sharing their data with law enforcement. 

Enact Robust Security Procedures to Minimize the Threat of 
Imposters on the Front End and Avoid Data Compromise on 
the Back End

Because most biometrics cannot easily be changed, and because all databases 
are inherently vulnerable to attack, data compromise is especially problematic. 
The use of traditional security procedures is paramount, such as implementing 
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basic access controls that require strong passwords, limiting access privileges for 
most employees, excluding unauthorized users, and encrypting data transmitted 
throughout the system. On top of that, security procedures specific to biometrics 
should also be enacted to protect the data. For example, data should be anonymized 
or stored separate from personal biographical information. Strategies should 
also be employed at the outset to pre-emptively counter data compromise and to  
prevent digital copies of biometrics. Biometric encryption126 or “hashing” proto-
cols that introduce controllable distortions into the biometric before matching 
can reduce the risk of problems later. The distortion parameters can easily be 
changed to make it technically difficult to recover the original privacy-sensitive 
data from the distorted data, should the data ever be breached or compromised.127  

Mandate Notice Procedures

Because of the risk that face prints will be collected without a person’s knowledge, 
rules should define clear notice requirements to alert people to the fact that a face 
print has been collected. The notice should also make clear how long the data will 
be stored and how to request its removal from the database.

Define and Standardize Audit Trails and Accountability 
Throughout the System

All database transactions—including face recognition input, access to and search-
es of the system, data transmission, etc.—should be logged and recorded in a way 
that ensures accountability. Privacy and security impact assessments, including 
independent certification of device design and accuracy, should be conducted 
regularly.
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Ensure Independent Oversight

Government entities that collect or use face recognition must be subject to mean-
ingful oversight from an independent entity. Individuals whose data are compro-
mised by the government or the private sector should have strong and meaningful 
avenues to hold them accountable.

Conclusion 
Face recognition and its accompanying privacy and civil liberties concerns are 
not going away. Given this, it is imperative that government act now to ban or 
severely constrain the use of face recognition. This includes limiting data collec-
tion; instilling proper protections on collection, transfer, and search; ensuring 
accountability; requiring independent oversight; mandating appropriate legal 
process before collection and use; and defining clear rules for data sharing at all 
levels. This is crucial to preserve the democratic and constitutional values that are 
the bedrock of American society. 

Acronyms and Useful Terms
FACE Services Unit - Facial Analysis, Comparison, and Evaluation Services Unit. 
FBI’s internal face recognition team.

Face template - The data that face recognition systems extract from a photograph 
to represent a particular face. This data consists of specific, distinctive details 
about a person’s face, such as the distance between the eyes or the shape of the 
chin, converted into a mathematical representation. A face template is distinct 
from the original photograph because it is designed to only include certain details 
that can be used to distinguish one face from another. This may also be called a 
“face print.”

False negative - The result when a face recognition system fails to match a per-
son’s face to an image that is contained in the database. 

False positive - The result when a face recognition system matches a person’s face 
to an image in the database, but that match is incorrect. 

FAR - False accept rate. This is the number of false positives a system produces.

FRR - False reject rate. This is the number of false negatives a system produces. 
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Gallery - The entire database of face recognition data against which searches are 
conducted. 

Gallery of candidate photos - The list of photos a face recognition system pro-
duces as potential matches in response to a search. For example, when a law en-
forcement agency submits a photo of a suspect to find matches in a mugshot 
database, the list of potential matches from the repository is called the gallery of 
candidate photos.

GAO - Government Accountability Office.

IPS - Interstate Photo System. The part of the NGI that contains photographs 
searchable through face recognition.

NGI - Next Generation Identification. The NGI database is a massive biometric 
database that includes fingerprints, iris scans, and palm prints collected from 
millions of individuals not just as part of an arrest, but also for non-criminal 
reasons like background checks, state licensing requirements, and immigration.

OPM - Office of Personnel Management.

PIA - Privacy Impact Assessment. 

Probe photo - The photo against which a face recognition system is searched. For 
example, a law enforcement agency might submit a “probe photo” of an unidenti-
fied suspect to search for potential matches in a mugshot database.

SORN - System of Records Notice.
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